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The methodology described in this section provides a general, standardized process that establishes the intent and requirements for detecting, analyzing, and responding to information or technology events or cyber incidents for the purpose of mitigating any adverse operational or technical impact on DoD SAP data, Information Systems (ISs), and information networks.

An effective cyber incident handling capability relies on disciplined processes, procedures, and ISs. These must communicate timely, accurate, and accessible information about the cyber incident's cause, impact, and current situation to incident responders, command authorities, and others involved in directing incident response actions. The primary objectives of this cyber incident handling process are to:

a. Maintain a robust detection capability to ensure all suspicious activity is detected and reported so that further analysis can take place to determine if it is a reportable cyber event or incident.
b. Ensure the timely reporting of cyber incidents through appropriate technical and operational channels in a way that promotes an accurate, meaningful, and comprehensive understanding of the cyber incident throughout its life cycle.
c. Effectively contain events and incidents and isolate ISs to minimize any damage or impact to DoD SAP information networks, ISs, data, and services.
d. Safely acquire and preserve the integrity of data required for cyber incident analysis to help determine the technical/operational impact, root cause(s), scope, and nature of the cyber event or incident.
e. Ensure the effective coordination and communication of cyber incident information through appropriate channels.
f. Provide an effective and comprehensive response that includes the recovery of any affected ISs and the return to a fully functioning, secure, operational state for all services and ISs.
g. Identify lessons learned to help improve infrastructure component protection strategies and cyber incident handling procedures to prevent a recurrence of the cyber event or incident.
h. Understand patterns of activity and trends to characterize the threat and direct protective and defensive strategies.
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An incident response team, consisting of the Information System Owner(ISO)/Program Manager (PM) and the Security/Cybersecurity staff, will handle cyber incidents within AFTC units. When an emergency occurs, the team members are contacted rapidly, and those who can assist do so. The SAP Information Security Team acts as a first point of contact for incident reporting. Initial response and communication of an incident is restricted to personnel with the proper clearance.  The Program Security Officer (PSO) must direct the involvement of non-cleared personnel.  The following roles have been established for the AFTC unit Incident Response Teams:

	Role
	Responsibility

	Management
	Establishes incident response policy, budget, and staffing. Ultimately, management is held responsible for coordinating incident response among various stakeholders, minimizing damage, and reporting

	SAP Information System Security Manager (ISSM) and SAP Information System Security Officer (ISSO) and System Administrator (SA)
	1. Serve as the first line of notification for End Users.
2. Immediately notify the appropriate organization and GSSO upon discovering unauthorized network activity or incident.
3. Work with the network and security professionals to assist in eradicating malicious logic from network, IS, or standalone computing device(s).
4.  Work with the network and security professionals to assist in assessing the scope of unauthorized network activities or incidents.
5.   Practice response procedures with their users annually to ensure understanding and compliance.

	Government SAP Security Officer (GSSO) and Program Security Officer (PSO)
	1. Evaluate security incidents presented in report.
2. Provide guidance and leadership in the assessment of unauthorized network activities or incidents.
3. Provide guidance for disseminating actions to the response team to resolve event.
4. Track incident action.

	Security Control Assessor (SCA)
	1. Serve as the first line of notification for Cybersecurity personnel (e.g., ISSO/ISSM).
2. Provide guidance and leadership on cybersecurity incidents involving AFTC SAP systems.
3. Forwards incident reports to MAJCOM, AF SAP CIO, and DoD SAP CIO.

	SAP Facility End Users
	1. Comply with Air Force, MAJCOM, and local system and network security policies.
2. Cease all operations on the affected system immediately and disconnect the workstation or device from the network immediately. Do not shutdown or turn off the device.
3. If incident involves classified spillage, positively safeguard system as you would any classified document.
4. Report unauthorized network activities or incidents to the Cybersecurity team to ensure notification continues up the chain of command.  (Do NOT contact non-cleared personnel without PSO approval.)
5. Comply with security training on incident responses provided both during initial access to information systems and annual security training.
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The basic process for DoD cyber incident handling can be grouped into the following processes or phases.  It is recommended that names, dates, times and actions taken should be documented in order to accurately report incident information.

a. Detection of events – The continuous process of identifying any unusual network or IS activity that has the potential to adversely affect DoD SAP information networks, ISs, or operational missions. The primary objectives of detecting cyber events include:

1) Ensuring all suspicious activity is detected and reported so that further analysis can take place to determine if it is a reportable cyber event or incident.
2) Ensuring suspicious activity is reported in a timely manner consistent with required reporting timelines.
3) Effectively coordinating with command channels and other DoD SAP organizations.

As part of this process, information about potential incidents, vulnerabilities, or other security or incident information is gathered and reported to the appropriate area for analysis and response. This process is important because it is the point where an anomalous or unusual cyber event is first noticed and identified as something that must be reviewed. It may also be the first point at which a cyber event is reported

b. Preliminary analysis and identification of incidents – The process of performing initial analysis of a detected cyber event to determine if it is a reportable cyber event or incident. The primary objectives for this phase include the following:

1) Determining whether a detected event is a reportable cyber event or incident.
2) Ensuring all appropriate DoD organizations are notified through technical and operational reporting channels.
3) Ensuring the timely submission of an initial incident report that contains as much complete and useful information as is available (or possible).

The following methodology will ensure a consistent approach to preliminary analysis and identification:

Assess and Categorize. Assess the event against the incident criteria to determine if it is a reportable cyber event or incident. Confirmed reportable events or incidents shall be categorized using the Cyber Incident and Reportable Cyber Event Categorization (Appendix A).

Perform Preliminary Impact Assessment. Determine the potential damage of the reportable cyber event or incident.

Begin or Continue Documentation. Begin to document the incident if documentation has not already begun. If it has been determined that computer forensics are required (e.g., Law Enforcement (LE) investigation), then begin to document the chain of custody.

c. Preliminary response actions – The coordination and initial action(s) taken to protect the information network or IS from any further malicious activity and to acquire the data required for further analysis. Preliminary response actions are the immediate steps taken once an incident has been detected and declared. These actions are important as they provide information to help protect the ISs and information network from more damage while more detailed analysis is completed.

The following tactic will ensure a consistent approach to preliminary response and action:

Contain the Incident. Contain any potential threat to protect the affected IS or information network and prevent any further contamination, intrusion, or malicious activity.  Containment can be done by an automated detection system or by incident handling staff working in conjunction with technical and management staff.

Acquire and Preserve Data. Safely acquire and preserve the integrity of all data (as directed by the Program Security Officer (PSO) or AFTC Security Control Assessor (SCA)) to allow for further incident analysis. All incidents require that as much data as possible be acquired and its integrity preserved. The IS will not be shut down prior to acquiring and preserving the data (e.g., making a system image) unless authorized by the PSO, GSSO, and/or AFTC SCA.  However, an exception to this requirement should be made if the machine begins to perform destructive tasks such as deleting files or formatting drives. In that case, the computer should be shutdown quickly.

d. Incident analysis – A series of analytical steps taken to find out what happened in an incident. The purpose of this analysis is to understand the technical details, root cause(s), and potential impact of the incident. The primary objectives of this phase include:

1) Ensuring the accuracy and completeness of incident reports.
2) Characterizing and communicating the potential impact of the incident.
3) Systematically capturing the methods used in the attack and the security controls that could prevent future occurrences.
4) Researching actions that can be taken to respond to and eradicate the risk and/or threat.
5) Understanding patterns of activity to characterize the threat and direct protective and defensive strategies.
6) Identifying the root cause(s) of the incident through technical analysis.

e. Response and recover – The detailed response steps performed to prevent further damage, restore the integrity of affected ISs, and implement follow-up strategies to prevent the incident from happening again. The primary objectives for performing response and recovery include:

1) Resolving the incident according to policy, procedures, and quality requirements.
2) Mitigating the risk or threat.
3) Restoring the integrity of the IS and returning it to an operational state.
4) Implementing proactive and reactive defensive and protective measures to prevent similar incidents from occurring in the future.

Response and recovery may require a combination of technical, management, and/or LE/Counterintelligence (Cl) actions. Technical actions include changes in the network and IS infrastructure to remove the risk or threat. Management steps can include administrative, human resources, public relations, or policy creation and management activities. LE/Cl actions can include further investigation or criminal prosecution. Other management issues may involve legal actions to handle liability, service level agreements, or contracting issues.

f. Post-incident analysis – Lessons learned on an incident to review the effectiveness and efficiency of incident handling. Lessons learned during an incident response and recovery can improve the incident management process and methodology and the security posture and defenses of the SAP Information Technology community. What is learned throughout the process can be leveraged to improve the state of the practice in defending against future attacks.
[bookmark: _Toc110850857]INCIDENT REPORTING
Security incidents will be thoroughly investigated to minimize damage to national security. The investigation will identify appropriate corrective actions to prevent future security incidents. Further, if the security incident leads to the actual or potential compromise of classified information, a damage assessment will be conducted to determine the effect on national security. Suspected instances of unauthorized public disclosure of classified information will be reported promptly, and investigated to determine the nature and circumstances. Determination will be made regarding the extent of damage to national security and the corrective disciplinary action to be taken.

The Information Security Incident Reporting Form will be used to report cyber incidents (Appendix B).  Also attached are the form instructions (Appendix C) and delivery vector definitions (Appendix D).
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A security incident could result in unauthorized disclosure of classified information. Security incidents may be categorized as a security violation or infraction.

All security incidents, breaches, insecurities, and adverse information will be reported immediately to the GSSO, ISS0 or ISSM. If an incident involves classified information, personnel will ensure protection of that information prior to reporting.

The types of security incidents are defined and explained in DoDM 5200.01 V3 Encl 6, paragraph 1(a).
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Cyber incidents include all incidents in the attached Cyber Incident and Reportable Cyber Event Categorization (Appendix A). Attached are flow charts showing the processes for incident reporting for certain event types (Appendix E: Classified Message Incident (CMI); Appendix F: Malware Incident; Appendix G: Unauthorized Access Incident).

For all other types of events/incidents, the following generic procedures will be followed:

a. Upon detection of a Cyber incident, end users will immediately notify the ISSM or cybersecurity team member. If the ISSM or cybersecurity team member is unavailable, end users will immediately notify the GSSO.
b. If the GSSO is not notified by the end user, the ISSM or Cybersecurity team member will notify the GSSO. Once incident determination is made by GSSO with PSO concurrence, the ISSM or cybersecurity team member will initiate the Information Security Incident Reporting Form (Appendix B). The GSSO will begin the inquiry.  The ISSM will notify the AFTC SCA and SAP System Network Administrators/CyberSecurity Team if the incident involves an external system.  The ISSM will submit the initial reporting form to the AFTC SCA for a more detailed notification.
c. The Incident Report Form will be updated with the latest information and the GSSO will keep the PSO up-to-date on the status.
d. The ISSM and GSSO will submit the final Inquiry Report and Incident Report Form within 24 hours of the incident related action completion.
e. The ISSM will provide the final Incident Report Form to AFTC SCA for processing.

To determine recommended clean up actions, contact the AFTC SCA for assistance.  Attached at Appendix H are some containment and recovery procedures for types of cyber incidents or events that can be used with concurrence of the PSO and/or AFTC SCA depending on the type of cyber incident.

Since information pertaining to a security incident is considered classified, incident communications and reports must be conducted securely (e.g., STE/vlPer, secure e-mail, or in-person in a secure area).
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Unless directed by PSO and GSSO, base communications network (NIPRNet) helpdesk will not be notified. If directed to contact base to disable accounts, the ISSM/ISSO will work with the GSSO on the process.

The introduction of information classified above the level that a network, information system, or stand­alone computing device is authorized to process results in a security incident. Prompt security incident reporting facilitates rapid containment of the situation and helps to determine how the classified information was introduced to the system, its overall impact on operations, overall impact on AFNet, the effect on Air Force operational missions, and what can be done to prevent future occurrences.

Although it is possible that no actual unauthorized disclosure occurred, classified data spills are considered and handled as a possible compromise of classified information involving information systems, networks and computer equipment until the inquiry determines whether an unauthorized disclosure did or did not occur.

The most common incident involves the inadvertent dissemination of classified information on a computer of lesser classification. A CMI requires additional steps to prevent rapid proliferation of the message throughout the AFNet. Other sources of classified spillage include inadvertent introduction of classified information on a CD, DVD, or other removable media. A message or document may become classified by aggregation, the combination of two or more unclassified documents, which combined contain sufficient information to become classified. This situation is referred to as a Data Spillage. Data Spillage requires additional steps that must be taken to prevent the rapid proliferation of the message throughout the AFNet.

Every person involved in a security incident must provide relevant information to their respective POC as quickly and in as much detail as known. The ISSM/ISSO will initiate an Information Security Incident Reporting Form (Appendix B) with updated information.

For CMI involving unacknowledged SAPs or non-briefed personnel, PSO may direct an OPSEC legend such as "the email had a suspected virus, so that is why we have to disconnect it." Ensure you receive PSO direction prior to using an OPSEC legend. 
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Malware incidents, associated cleanup actions, and subsequent tracking must be reported to the PSO.  The IR Team should consult with the AFTC SCA for guidance and/or assistance.  For confirmed malware incidents, information system trustworthiness should be suspect.  Normal operations on AFTC SAP systems should not be resumed until the organization receives approval form the SCA.

a. Preparation includes training, exercise, and review of the IRP.  The SAPF has several layers for preventing malware from entering a SAP information system.  
1) The first layer is the active prevention of communication outside the system boundary.  The architecture is configured to effectively air-gap SAP systems from public networks.  
2) The second layer is the use of Malware protection software (i.e., antivirus software) on all systems with definitions updated every 30 days, at a minimum.  
3) The third layer is the practice of scanning all media for malware upon entry to any SAP system.   
b. Malware systems include obvious symptoms (e.g., pop-up alerts) and less conspicuous symptoms (e.g., erratic behavior such as missing files and what appears to be remote control of the system).
c. If malware is detected on any SAP system, users are trained to report it ASAP to Cybersecurity personnel (ISSM/ISSO), system administrators, or Security personnel. 
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The introduction of a cell phone or other mobile device into a SAPF is a security incident. The ISSM/ISS0 will not be involved in the incident unless the GSSO or PSO request a cell phone/mobile device review from a technical staff member. If an ISSM/ISS0 is asked to review the device, the attached Mobile Phone/Device Review form (Appendix F) will be completed requiring device owner's consent to search. If consent is not given, the ISSM/ISSO will return the device to the Security staff for custody and the refusal of consent will be noted. Once consent is given, the device owner will navigate the menus with two reviewers present and the reviewers will not take physical control of the device unless owner has granted explicit permissions.
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If IS operations are disrupted due to an outage or damage, IS users will notify the unit ISSM/ISSO immediately as the outage event may result in severe damage to the facility that houses the system, severe damage or loss of equipment, or other damage that typically results in long-term loss.

The ISSM/ISSO will determine if the system is recoverable and, if not, proceed with recovery steps as documented in the unit Information System Contingency Plan (ISCP).
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A variety of information system/network incidents fall under the jurisdiction of other programs for investigation and reporting purposes. Examples include theft or loss of IS resources; fraud, waste, and abuse; and copyright violations. Table 2 provides reference to the governing publications for these types of incidents.

	If the incident relates to:
	Then follow the guidance in:

	Theft/loss of information system resources
	AFMAN 33-153, Information Technology (IT) Asset Management
AFMAN 23-220, Reports of Survey for Air Force Property

	Fraud, waste, and abuse
	AFI 90-301, Inspector General Complaints Resolution

	Copyright violation
	AFI 51-303, Intellectual Property – Patents, Patent Related Matters, Trademarks and Copyrights
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The Insider Threat policy aims to strengthen the protection and safeguarding of classified information by establishing common expectations, institutionalizing best practices, and enabling implementation within this organization. Insider threat programs are intended to deter cleared employees from becoming insider threats, detect insiders who pose a risk to classified information, and mitigate the risks through administrative, investigative, or other response actions.

For Insider Threats, LE/Cl authorities and capabilities are typically the best option for addressing suspected and/or known access violations, theft, and damage caused by trusted insiders. Given that "insiders" represent a large population (e.g., U.S. military, government service civilians, contractors, and foreign national coalition partners), reports related to potential insiders will always be handled very cautiously. Coordination and de-confliction must occur across tiers, between agencies, and with other DoD or external organizations, as appropriate.

IS monitoring is a requirement on classified systems and details on auditing and monitoring can be found in each system's authorization package artifacts. Other means of monitoring include some the following items:

a. Policies and procedures for properly protecting, interpreting, storing and limiting access to user activity monitoring methods and results to authorized personnel.
b. Agreements signed by all cleared users acknowledging that their activity on any agency classified or unclassified system/network is subject to monitoring and could be used against them in a criminal, security, or administrative proceeding.
c. Classified and unclassified system/network banners informing users that their activity on the network is being monitored for lawful United States Government-authorized purposes and can result in criminal or administrative actions against the user.

Insider threat training is provided to users of SAFP systems initially when granted access as well as annually during the Security training. The training addresses current and potential threats in the work and personal environment and will include, at a minimum, the following topics:

a. The importance of detecting potential insider threats by cleared employees and reporting suspected activity to organization GSSO, ISSM/ISSO, and/or PSO;
b. Methodologies of adversaries to recruit trusted insiders and collect classified information;
c. Indicators of insider threat behavior and procedures to report such behavior; and
d. Counterintelligence and security reporting requirements.

The various protection capabilities to protect classified systems from insider threat, as outlined in CNSSD 504, must be implemented. The following capabilities will have significant impact on protecting classified systems from insider threats by mitigating known tactics, techniques, and procedures and dramatically increase the level of effort for exfiltration or destruction of classified information:

a. Prevent the use of unauthorized applications by limiting the use of software to approved products considered safe to run.
b. Implement standardized access control methodologies as addressed in the system's authorization package artifacts.
c. Control and log the use of removable media. The following measures must be taken to control and log the use of removable media:

1) Train authorized users of removable media initially and annually
2) Report suspected misuse or compromise of removable media
3) Require acknowledgement of proper use of removable media annually by authorized users
4) Scan all removable media for malicious code before it is connected to a classified system
5) Control all removable media by the use of media control logs
6) Write-protect all removable media
7) Block devices that are not approved for official usage

Detecting malicious users or insider threats depends on what the user’s objective is (i.e., bypass security measures, data exfiltration, or use of non-technical means to act maliciously).  The following are possible detection methods:

a. All SAP users are trained to report suspected or actual malicious users.
b. Monitoring of the physical security of the facility and classified safe access requiring manual and automated ways to monitor and audit facility entrance and exit.
c. Monitoring of the SAP systems through auditing of security events on the system, including logons and logoffs, locked accounts, access to removable storage, and more in accordance with JSIG AU-2, Audit Events, security controls.
d. Monitor the SAP systems through use of other applications, such as firewall logs and other auditing software.

Any suspected insider threat should be immediately reported to the ISSM/ISSO or GSSO. If the security staff is not available, the PSO should be notified immediately. The ISSM/ISSO and GSSO will work closely with the PSO and AFTC SCA on threat determination and submission of an incident report.

PSO provides guidance on actions for any suspected insider threat.  For technical incidents in progress (e.g., activity observed consistent with unauthorized privilege escalation, lateral movement within IS), Cybersecurity personnel will work to isolate attacker from the system including disconnecting a network cable, isolating a WAN, disabling account(s), and/or shutting down a system.  The trustworthiness of the SAP system(s) should be suspect and normal operations will not be resumed until the PSO and AFTC SCA approval is received.

The following are categories of potential insider threat events or indicators on classified systems:

	Category
	Description

	Account Change
	Any unauthorized or anomalous change made to a user account or group, including, but not limited to, creation, modification, or deletion.

Examples: Assigning or removing administrator rights to a user account or group; creating a user or group; creating, deleting or modifying a domain account; and changing to database accounts or administrator roles.

	Authentication Failure/ Anomaly
	The failure of a user or process to authenticate for any reason; as well as the successful authentication of a user or process that arouses suspicion.

Examples: Failed authentication to the following accounts: any user,
disabled, expired, privileged user accounts, prohibited, default vendor, non- existent, database account, default application, or default system.

	Baseline Anomaly
	A system configuration that is inconsistent with established policy.

Examples: Adding or executing an unauthorized scripts or software to the environment, users without a home directory, using non-compliant passwords, or failing to change default passwords.

	Excessive Activity
	Activity that, when occurring a few times, is benign, but is suspicious once a set threshold is surpassed.

Examples: Remote administrative actions, after-hour administrative actions, document viewing, file access failures, file delete failures, copy and paste, printing, and file copying to a new location.

	Evidence Tampering
	A user erases, modifies, or otherwise tampers with audit data, access logs, or other record-keeping mechanisms, or attempts to interfere with their recording.

Examples: Stop, start, view, modify, delete or clear any logs (e.g., system, security, operating system, user, web site, database, application and browser).

	Exfiltration
	Behavior associated with unauthorized movement or export of data.

Examples: Copy files to or from removable media, connecting removable media to the system, posting data or files to a website, use of screen capture, use of social networks, visiting a blacklisted website, and possessing any document of file containing keywords or classification markings on a network that does not support the classification.

	Malware
	Software or firmware intended to perform an unauthorized process that will have adverse impact on the confidentiality, integrity, or availability of an information system.

Examples: Anti-virus software on host is disabled, out of date, detects malware, or is unable to remove malware.

	Network Traffic Anomaly
	Network traffic that is contrary to the established policy or baseline, or matches known patters of malicious traffic.

Examples: Conducting network scans, encountering firewall blocks, or higher network data volume compared to comparable user patterns.

	Privilege Violation
	Any attempt to access or modify information, settings, or other data that is prohibited by policy or permissions.

Examples: File permissions, websites, user account settings, application execution, application settings, application installations, and shared accounts.

	System Configuration Change
	Any unauthorized or anomalous action altering the configuration of the host system or subset of systems including the operational environment.

Examples: Modify the registry, start or stop a service; modify a system or application configuration file, or modifying user directory configuration settings (e.g., LDAP).

	User Behavior Anomaly
	A behavior that deviates from a user's normal range of daily activity.

Examples: Login outside normal work pattern, accessing critical data or files, account login from multiple locations that are not probable, print activity escalation, printing at odd hours per typical work activity, or send suspicious email attachments.



Refer to the CNSSD No. 504 for policy information. If there is any indication of insider threat, users must report immediately to the SAP Security Office.
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Although it is important to have plans in place to help an organization respond to and manage various situations involving information technology, it is equally important to maintain these plans in a state of readiness. This includes having Incident Response personnel trained to fulfill their roles and responsibilities; having plans tested to validate their policies and procedures; and having systems tested to ensure their operability.

The unit Incident Response Teams will test incident response techniques and expertise annually. If an actual event/incident occurs, the actions taken and lessons learned can be used as a presentation for the annual testing. This office can also opt to perform tabletop exercises or scenario emails to provide this testing.

All computer account users will be trained in incident response during their initial user training (Initial Security Awareness Training and General User Guide). Annually, during the SAP Security Training, all SAP users will receive incident response training to understand their roles and responsibility in incident response reporting.

APPENDICES:
A. Cyber Incident and Reportable Cyber Event Categorization
B. Information Security Incident Report Form (sample below and fillable form attached)
C. Instructions for Completing the Incident Response Form (below and attached)
D. Delivery Vectors
E. Flow Chart for CMI/Data Spills Incident Reporting
F. Flow Chart for Malware Incident Reporting
G. Flow Chart for Unauthorized Access Incident Reporting
H. Possible Containment and Recovery Procedures
I. Mobile Phone/Device Review Form (sample below and fillable form attached)
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A Cyber Incident or Reportable Cyber Event Category is a collection of events or incidents sharing a common underlying cause for which an incident or event is reported. Each cyber event or incident is associated with one or more categories as part of the incident handling process. In cases where more than one category applies, the category assigned should be determined using the following precedence.

Investigating (Category 8) reports will include an initial assessed incident category (Categories 1-7 or 9) and be re-categorized based on continued investigation. No reports will be closed as a Category 8. The following table provides incident and reportable event categories.

	Cat
	Category Name
	Description

	0
	Training and Exercises
	Operations performed for training purposes.

	1
	Root-Level Intrusion (Incident)
	Unauthorized privileged access to an IS. Privileged access, often referred to as administrative or root access, provides unrestricted access to the IS. This category includes unauthorized access to information or unauthorized access to account credentials that could be used to perform administrative functions (e.g., domain administrator). If the IS is compromised with malicious code that provides remote interactive control, it will be reported in this category.

	2
	User-level Intrusion (Incident)
	Unauthorized non-privileged access to an IS. Non-privileged access, often referred to as user level access, provides restricted access to the IS based on the privileges granted to the user. This includes unauthorized access to information or unauthorized access to account credentials that could be used to perform user functions such as accessing Web applications, Web portals, or other similar information resources. If the IS is compromised with malicious code that provides remote interactive control, it will be reported in this category.

	3
	Unsuccessful Activity Attempt (Event)
	Deliberate attempts to gain unauthorized access to an IS that are defeated by normal defensive mechanisms. Attacker fails to gain access to the IS (e.g., attacker attempts valid or potentially valid username and password combinations) and the activity cannot be characterized as exploratory scanning. Reporting of these events is critical for the gathering of useful effects-based metrics for commanders.

Note the above CAT 3 explanation does not cover the "run-of-the- mill" virus that is defeated/deleted by AV software. "Run-of-the- mill" viruses that are defeated/deleted by AV software are not reportable events or incidents.

	4
	Denial of Service (Incident)
	Activity that denies, degrades, or disrupts normal functionality of an IS or DoD SAP information network.

	5
	Non-Compliance Activity (Event)
	Activity that potentially exposes ISs to increased risk as a result of the action or inaction of authorized users. This includes administrative and user actions such as failure to apply security patches, connections across security domains, installation of vulnerable applications, and other breaches of existing DoD policy. Reporting of these events is critical for the gathering of useful effects-based metrics for commanders.

	6
	Reconnaissance (Event)
	Activity that seeks to gather information used to characterize ISs, applications, DoD information networks, and users that may be useful in formulating an attack. This includes activity such as mapping DoD information networks, IS devices and applications, interconnectivity, and their users or reporting structure. This activity does not directly result in a compromise.

	7
	Malicious Log (Incident)
	Installation of software designed and/or deployed by adversaries with malicious intentions for the purpose of gaining access to resources or information without the consent or knowledge of the user. This only includes malicious code that does not provide remote interactive control of the compromised IS. Malicious code that has allowed interactive access should be categorized as Category 1 or Category 2 incidents, not Category 7. Interactive active access may include automated tools that establish an open channel of communications to and/or from an IS.

	8
	Investigating (Event)
	Events that are potentially malicious or anomalous activity deemed suspicious and warrant, or are undergoing, further review. No event will be closed out as a Category 8. Category 8 will be re­categorized to appropriate Category 1-7 or 9 prior to closure.

	9
	Explained Anomaly (Event)
	Suspicious events that after further investigation are determined to be non-malicious activity and do not fit the criteria for any other categories. This includes events such as IS malfunctions and false alarms. When reporting these events, the reason for which it cannot be otherwise categorized must be clearly specified.
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	INCIDENT TRACKING INFORMATION

	Reporting Incident Number:


	Organization Tracking:


	REPORTING INFORMATION

	Name:

	Organization:

	Telephone:

	Email:

	Fax:
	Alternate
Contact:

	CATEGORIZATION INFORMATION

	Primary Incident Category:


	Secondary Incident Category:

	Delivery Vector:








	System Weaknesses:

	INCIDENT STATUS

	Status:

	Last Update:

	Incident
Start Date:
	Incident
End Date:

	Date Reported
To AF SAP CIO:
	Date Reported
To AF SAP CIO:

	System Classification:










	Action Taken:

	TECHNICAL DETAILS

	Event/Incident Description:





	Root Cause(s):

	Technique, Tool, or Exploit Used:



	Method of Detection:

	
Operation System (OS):
	
OS Version:

	SITES INVOLVED

	MAJCOM:
System Name/Unique ID:


	Physical Location:

	Detecting Organization:


	Affected Organization:

	IMPACT ASSESSMENT

	Number of Systems Affected:
	Direct/Indirect Costs:



	Operational Impact:
	Technical Impact:





	ADDITIONAL REPORTING/COORDINATION

	PSO Comments:

	



	PSO Reporting:
	SAPMO Reporting:



	AF SAP CIO Reporting:
	DoD SAP CIO Reporting:



	Intel Reporting:
	Law Enforcement/Counter Intel Reporting:
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	Field
	Description

	INCIDENT TRACKING INFORMATION

	Reporting Incident Number
	Units will use numbers consisting of organization name, year, and sequential numbers followed by an "IR" to differentiate from documentation tracking logs (For example, 96TW-2018-001-IR)

	Organization Tracking
	Identify the organization responsible for tracking the incident

	REPORTING INFORMATION

	Name
	The first and last name of the individual reporting the incident

	Organization
	The name of the organization reporting the incident

	Telephone
	The telephone number to be used to reach the reporting entity for additional information. The number can be for an individual's number or the central number for the organization.

	Email
	The email address that should be used to reach the reporting entity for additional information. The email can be for an individual or central email for the organization. Please annotate NIPR for unclassified email addresses.

	Fax
	The fax number to be used to reach the reporting entity for additional information.

	Alternate Contact
	The name, telephone number, and email of an alternate contact in the event the reporter is not available.

	CATEGORIZATION INFORMATION

	Primary Incident Categorization
	Identify the primary underlying cause of the incident being reported IAW Appendix A (Cyber Incident and Reportable Event Categorization).

	Secondary Incident Categorization
	Identify any secondary causes for which the incident is being reported, if more than one category applies, IAW Appendix A (Cyber Incident and Reportable Event Categorization).

	Delivery Vector
	Identify delivery vector IAW Appendix C (Delivery Vectors).

	System Weaknesses
	List any weakness in the information system, system security procedures, internal controls, implementation/ configuration and/or JSIG security families and controls that should have been in place.

For example, an incident that had a missing patch, poor baseline system configuration, and out-of-date AV signatures as its root causes may have the following IS weaknesses associated with it:
(1) Configuration Management
(2) System and Information Integrity

	INCIDENT STATUS

	Status
	Status of incident ("OPEN," "INVESTIGATING," "MITIGATED," or "CLOSED").

	Incident Start Date
	The date of the earliest event that was incorporated into the
incident. Provide both date and time.

	Incident End Date
	The date of the last time the report was updated. Provide both date and time.

	Last Update
	The date and time of the last time the report was updated.

	Date Reported
	The date when the incident was first reported to DAO or AAZ.  Provide both date and time.

	System Classification
	Report the classification of the IS under attach (e.g., Unclassified, Confidential, Secret, TS, SAR, SCI). This field is NOT used to classify the reported incident.

	Action Taken
	Indicates what action has been taken in response to the incident. Include notifications and associated reports. Additionally, include whether a copy of a media was taken (image hard drives), or logs collected and disposition of medium and logs.

If there isn't enough space, input "See attached" and attach a word document with the information.

	TECHNICAL DETAILS

	Event/Incident Description
	Provide a narrative description of the incident with technical details. State the use of the targeted IS and whether it is online or offline.  Indicate whether the incident is ongoing.

	Root Cause(s)
	Identify the IS specific cause(s) of the incident. The root cause expands upon the identified delivery vector(s) and IS weaknesses by precisely identifying the sets of conditions allowing the incident to occur.

	Technique, Tool, or Exploit Used
	Identify the technique, tool, or exploit used.

	Method of Destruction
	Description of the method of detection.

	Operating System (OS) and OS Version
	Record the OS and the version number of the OS where the incident occurred.

	SITES INVOLVED

	MAJCOM and System Name\System Unique ID (UID)
	Major Command Name and the UID.

	Physical Location
	Identify the base, camp, post or station affected by the intrusion and/or who owns the target system and where it resides.

	Detecting Organization
	The name of the reporting unit or organization.

	Affected Organization
	The name of the reporting affected unit or organization.

	IMPACT ASSESSMENT

	Number of Systems Affected
	Number of ISs affected by the incident.

	Direct/Indirect Costs
	Costs (both direct and indirect), to include all actions from initial detection through investigation, response, and recovery. This should include, but is not limited to, workforce expenses, analyst time, hardware/software, travel and shipping costs, and lost productivity.

	Number of Systems Affected
	Number of ISs affected by the incident.

	Direct/Indirect Costs
	Costs (both direct and indirect), to include all actions from initial detection through investigation, response, and recovery. This should include, but is not limited to, workforce expenses, analyst time, hardware/software, travel and shipping costs, and lost productivity.
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A delivery vector is defined as the primary path or method used by the adversary to cause the incident or event to occur. This information is collected as part of the incident report and used to identify trends in the prevalence of various vectors. By understanding the most prevalent vectors, tactical and strategic plans can be developed to improve the defensive posture of DoD SAP information networks. Delivery vectors are very dynamic but can generally be grouped into several distinct categories. Sub-categories are more specific vectors and may be more dynamic (and therefore require changes over time).

The following table describes the major categories and sub-categories of delivery vectors:

	Delivery Vector
Category Number
	Description

	2
	Sub-category
	Authorized User: A user with authorized access took specific actions that resulted in jeopardizing ISs or data.

	
	A
	Purposeful: An authorized user knowingly took specific actions that jeopardized ISs or data.

	
	B
	Accidental: An authorized user took actions that had consequences over and above the intentions and jeopardized ISs or data.

	3
	Sub-category
	Social Engineering: Human interaction (social skills) or deception used to gain access to resources or information.

	
	A
	E-mail: E-mail is the primary vehicle used to deliver a malicious payload or gain access to resources or information.

	
	B
	Web site: A Web site is the primary vehicle used to deliver a malicious payload or gain access to resources or information.

	
	C
	Other: A user was deceived or manipulated in a way that is not covered by the other types of social engineering.

	4
	Sub-category
	Configuration Management: Compromise resulting from the inadequate or improper configuration of an IS.

	
	A
	Network: An IS that provides network-based services was improperly or inadequately configured.

	
	B
	OS: An OS was improperly or inadequately configured.

	
	C
	Application:  An application was improperly or inadequately configured.

	5
	Sub-category
	Software Flaw: A vulnerability in the software that allows for the unauthorized use of or access to an IS in a way that violates the IS's security policy.

	
	A
	Exploited New Vulnerability: This vulnerability was unknown prior to the event or there was no mechanism available to prevent it.

	
	B
	Exploited Known Vulnerability: This vulnerability was known prior to the event and there was a mechanism available to prevent it.

	6
	Sub-category
	Transitive Trust: Compromise resulting from the implicit or explicit trust relationship between security domains.

	
	A
	Other IS Compromise: Compromise resulting from access previously gained on another IS.

	
	B
	Masquerading: Compromise resulting from the unauthorized use of a valid user's credentials. This may include cryptographic material, account credentials, or other identification information.

	7
	Sub-category
	Resource Exhaustion: The consumption of IS resources that prevents legitimate users from accessing a resource, service, or information.

	
	A
	Non-Distributed Network Activity: Activity from a single IP address that overwhelms IS or information network resources. This is generally associated with a DoS incident.

	
	B
	Distributed Network Activity: Activity from multiple IP addresses that overwhelms IS or information network resources. This is generally associated with a DoS incident.

	8
	Sub-category
	Physical Access: The unauthorized physical access to resources.

	
	A
	Mishandled or lost resource: Equipment was stolen, lost, or left accessible to unauthorized parties.

	
	B
	Local access to IS: An unauthorized user was provided local physical access to a DoD information network resource.

	
	C
	Abuse of resources: The physical destruction of an information resource by an unauthorized party.

	9
	Sub-category
	Other

	
	A
	New Delivery Vector: The delivery vector is not covered by the listed methods.  Description of the delivery vector must be included in the incident comments.

	10
	Sub-category
	Unknown.

	
	A
	Unable to Determine: Delivery vector could not be determined with the information available.



The delivery vectors above are not exhaustive. Rather, they broadly define the major categories of delivery vectors. To provide a greater degree of granularity, a category may consist of subcategories that further characterize specific delivery vectors. For example, subcategories of the delivery vector "Software Flaw" may include "Exploited a New Vulnerability" or "Exploited an Existing Vulnerability." This provides a greater degree of control over the type of information being reported.
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To determine recommended clean up actions, contact the AFTC SCA for assistance.  The following containment and recovery procedures for certain types of cyber incidents or events can be used with concurrence of the PSO and/or AFTC SCA.

SAP DATA ON A NON-SAP INFORMATION SYSTEM:  

The ISSM/ISSO will:

1. Report to GSSO if not already aware.  Coordinate actions below with GSSO.
2. Disconnect from the network any known affected systems.
3. Advise affected users not to log on to any other systems or check email from any other system until notified they can do so.
4. Gather information about the CMI.
5. If additional affected systems or users are discovered when gathering information:
a. Disconnect from the network any additional affected systems identified while collecting the required information.
b. Advise affected users not to log on to any other systems or check email from any other system until notified they can do so.
6.  With the PSO’s approval, follow the below procedures.


OPTION 1:  Full deletion of the file/email on all systems and return to service.

Full deletion of file(s):  
1. Identify and locate the file(s)
2. Single-click on the file(s)
3. Press and hold the ‘Shift’ key and press the ‘Delete’ key
4. The following prompt should appear and press OK

[image: ]

Full deletion of email in Microsoft Outlook:

1. Once approval from the PSO is received, complete the following steps. Prioritize the order of "fixing" users' systems with your leadership so that mission critical people are handled first. 
a. Delete the offending email(s) from each affected computer.
b. Empty the “Deleted Items” folder in Outlook.
c. If the user has a local .ost mailbox (NOT .pst files) – not applicable if transitioned to Office 365:
1) Delete the .ost file.  This may not be possible without admin rights.  If not, skip this step.
2) Close and restart Outlook.  Outlook will rebuild the mailbox when restarted, if necessary.
d. Verify email is gone and “Deleted Items” folder is empty.  Plug the computer back into the network.  
e. Delete the offending email(s) from the “Recover Deleted Items from Server”:
1) Go to the “Deleted Items” folder.
2) Go to “Recover Deleted Items from Server” icon.
3) Select the offending email(s).
4) Select “Purge Selected Items”
5) Click “OK”
6) Click “OK” at the popup to confirm deletion.
f. Advise the users they can log on and use email.

2. If users continue to ask questions, contact your GSSO for further guidance.

If the offending email(s) is in the user’s PST, work with your PSO and AFTC SCA on the process.  The entire PST may have to be deleted or just the offending email.  The type of incident and the location of the PST may play a part in the PSO/SCA determination.

When complete, let GSSO know via secure channels which users’ systems have been “cleaned.”

NOTE:  If non-SAP system files or email have been backed up, it will have to be at the PSO’s discretion whether the non-SAP system help desk be notified for backup deletion.

OPTION 2:  Confiscation of system(s) and system(s) placed in a secure facility
1. Add system(s) and hard drive(s) to Equipment and Media inventories
2. Reclassification of hard drive(s) to the SAP level of the file/email for use at that level or higher or maintained in a secure facility until it can be destroyed using SAPCO approved sanitization procedures.
3. Reclassification of the system(s) (CPU) and marked at the classification level (e.g., SECRET//SAR) for use at that level or higher or maintained in a secure facility until it can be destroyed using SAPCO approved sanitization procedures

NOTE:  Cannot confiscate the HDD and leave the system/equipment in non-secure spaces.  With new SAP sanitization guidance the system must also be considered SAP if the HDD is.

NOTE:  If the incident involved an email, the user(s)’ email must be cleaned using the above procedures so the email is no longer present on any system(s) being logged onto once the subject system(s) and hard drive(s) are removed.


SAP DATA ON A DIFFERENT SAP INFORMATION SYSTEM:  

Any SAP data found on another SAP IS that is not cleared for that data will typically be handled as a regular file and/or email cleanup (as above.  However, it is important to note that the risk associated with this kind of spill is less than spills to a non-SAP network.  Any users unauthorized to the SAP, however, will have to receive a non-disclosure agreement.  The PSO is notified and any specific or altered procedures will be determined based on the data, systems, and personnel involved.


MALWARE INCIDENTS ON SAP SYSTEMS:

If a system is suspected to be infected with malware, the following procedures should be done to contain, eradicate, and recover affected systems.  These procedures should be coordinated with the GSSO, PSO, and AFTC SCA.

a. Disconnect the affected system(s) from the network if connected.
b. Cybersecurity personnel, along with the system administrators, research the indicated or suspected malware.
1) It will first be confirmed, if possible, whether an actual infection has occurred.
2) Software, hardware, and system logs will be reviewed.
3) Depending on indicators of infection, actions will vary based on malware type.
4) If the presence of malware cannot be confirmed, subsequent actions will be determined with PSO and/or AFTC SCA guidance.
c. Upon malware confirmation, cybersecurity personnel will review how it spreads (vectors) to ensure all affected systems are isolated and no media transfers from an infected system will occur without AFTC SCA approval.
d. Cybersecurity personnel and system administrators should determine probably damage already done on the system.
e. Once damage is documented, cleanup actions will be determined based on the type of malware, cleanup options, and whether systems can be fully recovered without re-infection.
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APPENDIX I – Mobile Phone/Device Review Form
	MOBILE PHONE/DEVICE REVIEW

	NOTE: Review of mobile phones/devices are only performed after notifying and getting direction from the appropriate WING GSSO or UNIT GSSO.

	Mobile Phone/Device Information

	Name of
Device Owner:
	
Owner Contact Number:

	Date Device entered SAPF:
	Date Review Requested:

	Type of Device:
	Make/Model:

	Device Serial Number:
	Mobile Phone Number (if applicable):

	The device owner has the option to either consent or not consent to the review.  If consent is not given, the device is returned to security for custody and the refusal of consent will be noted/reported.  When consent is given, the device owner must sign this form prior to commencement of the review.  The device owner will navigate the menus; reviewers will not take physical control without the owner’s explicit permission.

	Owner’s Signature for consent of review:
	

	1st Reviewer Information

	Name:
	Office and Title:

	Date Reviewed:
	Phone:

	2nd Reviewer Information

	Name:
	Office and Title:

	Date Reviewed:
	Phone:

	GSSO Information

	Name:
	Phone:

	Review Checklist

	TASK
	YES
	NO
	N/A

	1. Check system date/time for accuracy
	
	
	

	2. Photos reviewed
	
	
	

	3. Data stores reviewed
	
	
	

	4. Phone log reviewed for inbound and outbound calls
	
	
	

	5. Text history reviewed for sent, received, and draft messages
	
	
	

	6. Email history reviewed for sent, received, and draft messages
	
	
	

	Comments:




	SIGNATURES

	Signatures of reviewers below confirm the review was completed.  The device is powered off and returned to security for custody.  This form and any additional findings are forwarded for final determination.

	Owner Signature/Date:
	

	1st Reviewer Signature/Date:
	

	2nd Reviewer Signature/Date:
	

	GSSO Signature/Date:
	



image2.jpg
User contacts ISSM
ISSO on possible
malware attack

ISSM/ISSO instructs

user to disconnect
workstation and to
not delete any data

Instructs user to
identify all actions
that occurred during
attack

1SSM/ISSO
coordinates with sys
admin to determine
if any other systems
were impacted, and
immediately isolate.

ISSM/ISSO contacts
AFTC SCA for
recovery/clean up
actions

ISSM/I1SSO reports
CMI to Unit GSSO

-Did you receive a suspicious email with
attachement(s)?
-Did you insert unchecked media?

-Did you download a file? if so, where?

Unit reports incident
to PSO

Unit reports incident
to AFTC GSSO

Unit ISSM/ISSO
complets Cyber
Incident Reporting
Form and submits to
AFTCISSM

AFTC GSSO notifies
Center ACSP

Center ISSM submits
completed Cyber
Incident Reporting
Form to A5/8Z on
CORE

Unit submits 30 day
updates to AFTC A5/8Z submits form

ISSM unitl incident is to SAF/CNSZ

closed

ISSM/ISSO
documents lesson
learn and clean up/

recovery actions




image3.jpg
User contacts ISSM
ISSO on possible
unauthorized acces

Unit ISSM/ISSO

= B = fo i lets Cyb
ISSM/ISSO reports Unit reports incident Unit reports incident AFTC GSSO notifies Ini?g:ff; ‘(Ime;;
CMI to Unit GSSO to PSO to AFTC GSSO Center ACSP ] - €
Form and submits to
AFTCISSM

ISSM/ISSO instructs

user to disconnect Center ISSM submits
workstation and to completed Cyber
not delete any data Incident Reporting
Form to A5/8Z on
CORE

Instructs user to
identify all actions
that occurred during
attack

-Who commited the unauthorized access?
-What did they access/performed? Unit submits 30 day
-How long did they have unauthorized updates to AFTC
access?

-What attack vector did they use to gain
access?

A5/8Z submits form
1SSM unitl incident is to SAF/CNSZ
closed

lSSM/iSSO
coordinates with sys
admin to determine
if any other systems ISSM/ISSO
were impacted, and documents lesson
immediately isolate. learn and clean up/
recovery actions

ISSM/ISSO contacts
AFTC SCA for ISSM/ISSO
recovery/clean up documents lesson
actions learn and clean up/
recovery actions




image4.png
Delete File

D Are you sure you want to permanently delete this file?

AFMAN 17-XXXX SAP RMF Final Draft
Type: PDF File

Size: 526 KB

Date modified: 10/13/2021 6:49 AM





image1.jpg
User contacts ISSM
ISSO on possible
(@]

ISSM/ISSO instructs

user to disconnect
workstation and to
not delete any data

ISSM/ISSM gathers
information

Identify SCC
Programs

Affected Data

Data File

-File Name:

-File Extenstion
-Source/Destination:
-File Patl

-When was file
found/created?
-Who has access to
the file?

ISSM/ISSO reports

Contact AFTC
SCA for
recommended
clean up
actions

CMI to Unit GSSO

-Received From/Sent to:
-Email Subject Line:

-When was email received/
sent?

Attachment?

Email forwarded
to others?

Was the email
saved?

as the emai
sent to a mobile
device?

Unit reports CMI to

Contact AFTC SCA for
recommended clean
up actions

-File Name:

~File Extension:

-Did the attachment
contain classified
information?

-Was the
attachment

saved? If so, where?
-When was the
attachment created
and where?

-List all recipients
-Did all recipients
open the email?
M= 2 -Did any recipients
foward the email?
-Did any recipients
save the email?

Identify location

Contact user on
possible CMI

Unit reports CMI to
PSO AFTC GSS

Unit ISSM/ISSO
complets Cyber
Incident Reporting
Form and submits to
AFTC ISSM

AFTC GSSO notifies
Center ACSP

Center ISSM submits
completed Cyber
Incident Reporting
Form to A5/8Z on
CORE

Unit submits 30 day
updates to AFTC A5/8Z submits form

ISSM unitl incident is to SAF/CNSZ

closed

ISSM/ISSO
documents lesson
learn and clean up/

recovery actions




